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Problem
Limited Spread of MRF Optimization Algorithms in Deep Learning due to
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● Hand-crafted model parameters
● Inferior optimization capability
● Non-differentiability
● Low computational efficiency



Background
Markov Random Fields - 2D grids

A 3*5 MRF grid

tree
decompose

Tree decomposition with scanning directions (6-direction example)



Background
Max-A-Posteriori (MAP) message passing

Energy function:

MAP message:
MAP

Note: This is in contrast to marginal form, sum() or prod(), in Probabilistic Graph Model (PGM).



Two Solutions (ISGMR & TRWP)

Solution 1: Iterative Semi-Global Matching Revised (ISGMR)

● Revision of SGM
● Iterative Energy Minimization
● Massive Parallelism over Trees and Directions
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Two Solutions (ISGMR & TRWP)

ISGMR: from SGM to our revision
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Two Solutions (ISGMR & TRWP)

ISGMR: message updates and iteration
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Message Revision

Message Aggregation

Iterative Optimization

Iteration

Parallel Direction

NO Over-Counted
Unary Terms

SGM:

Ours:

SGM: Ours:



Two Solutions (ISGMR & TRWP)

Introduction of TRWS: a SOTA energy minimization algorithm
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tree
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Reference: Convergent Tree-reweighted Message Passing for Energy Minimization, PAMI, 2006



Two Solutions (ISGMR & TRWP)

Solution 2: Parallel Tree-Reweighted Message Passing (TRWP)

● Breaking into Individual Trees from a Single-Chain Tree of TRWS
● Speed-up by Parallelism
● Maintaining High Optimization Ability
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Sequential Direction

TRWS TRWPISGMR



Differentiability
The differentiability involves the accumulated gradients of

● Messages
● Unary potentials
● Pairwise potentials (optional)

Achieved by unrolling the message updates in the forward propagation.

Gradient accumulation at node i



Differentiability



Our Results
● Effectiveness of Optimization

Stereo vision and image denoising

● Efficiency of Running Time

Forward and backward propagation time

● Evaluation on Deep Learning

Semantic segmentation on PASCAL VOC 2012



Effectiveness (Optimization-Energy Minimization)

● Task: Stereo Vision
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Method with the lowest energy is the best

Middlebury KITTI2015 ETH3DDatasets:



Effectiveness (Optimization-Energy Minimization)

● Task: Image Denoising
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Efficiency (Computational Complexity)

(a) Forward Pass Time

(b) Backpropagation Time
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least

least

● Min-Sum Form Message Passing



Evaluation (Deep Learning)

● Task: Semantic Segmentation (PASCAL VOC 2012 Dataset)
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Summary
We introduce two message passing algorithms, ISGMR and TRWP, which are

● Fast and Achievable on GPU
● Differentiable
● For Optimization
● For Deep Learning



Code of Our MPLayers:

https://github.com/zwxu064/MPLayers.git

-- End --
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https://github.com/zwxu064/MPLayers.git

